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AbstractTaking advantage of both synchronous and 

asynchronous paradigms, a new style of design, called Globally 

Synchronous Locally Asynchronous (GSLA), has obtained very 

interesting results. In this paper, we propose a synchronous 

wrapper that allows the communication of asynchronous 

modules with a synchronous environment. The proposed 

synchronous wrapper comprises a locally asynchronous pipeline 

module. This asynchronous pipeline style shows to be interesting 

for FPGA platforms due to the simplicity of its controller. 

Through a case study, a 5th order FIR filter, it is shown that the 

proposed wrapper presents a reduction of 4% in the power 

consumption when compared with a synchronous pipeline 

design.  The synchronous wrapper allows the asynchronous 

pipeline modules to interact with other synchronous modules up 

to a frequency of 500MHZ. For the case study, the synchronous 

wrapper provided an increase of 200% in global clock rate. 

 

KeywordsXBM specification, AFSM, logic asynchronous, 

GSLA 

 

I. INTRODUCTION 

 

Highly complex electronic systems are more and more 

common in the aerospace sector. This sector is in a wide 

expansion in different areas, such as: satellites, rockets, 

missiles, aircraft, etc., what demands narrow requirements 

that hinder the project. These electronic systems must 

necessarily be based on the concept of "System-on-Chip - 

SoC".  

The main reason is to satisfy a ruthless demand for high 

performance, reusability and low power requirements [1,2]. 

SOC circuits are characterized by integrating different kinds 

of functional modules of a computer system in a single chip, 

which may be “Intellectual Property (IP)” from different 

companies. These IP modules are pre-designed, checked and 

tested to achieve high performances. They allow reducing 

cost and, especially, time.  

If SoC circuits are implemented in VLSI (Very Large 

Scale Integration) with a global clock signal, not only  the 

performance and power (clock skew and distribution 

network) are affected, but also the timing analysis becomes 

more complex [3,4]. On the other hand, SoC circuits can also 

be implemented in FPGAs (Field Programmable Gate Array), 

although worsening the problem of clock skew. The main 

reason is the distance between macro-cells, leading to 

significant delays [5]. 
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SoC circuits, in the aerospace environment, are easily 

found as embedded projects. Embedded digital systems 

(EDS) are computational systems, which may be composed 

by softwares and hardwares (e.g., ASIC - Application 

Specific Integrated Circuits), presenting specific design 

requirements related to the environment where they will work 

on. 

Comparing FPGA and VLSI designs, we can say that the 

FPGA design leads to a much lower performance and to 

much higher power consumption, when compared to VLSI 

style. Due to the structure based on macrocells of FPGA 

devices, it is common to get a very low global clock rate for 

SoC systems, what can derail the application. There are 

several reasons for that, such as the significant delay of the 

macrocells, the communication delay between macrocells, 

and clock skew problem that, in FPGAs devices, is even 

more serious. One reason that strongly contributes for the 

global clock rate of a SoC system is that the overall rate is 

defined by the lower clock rate module. Several alternative 

solutions were proposed for the design in an FPGA or in a 

VLSI platform. Anyone of them can be chosen, aiming to 

eliminate the problems associated with the clock signal [6]. 

An alternative solution, highly widespread for increasing 

the performance of global clock SoC systems, is the GALS 

methodology (Globally Asynchronous Locally Synchronous). 

The term GALS was first used by Chapiro, in his PhD thesis 

[7]. A GALS architecture consists of many synchronous 

functional modules that communicate with each other in an 

asynchronous way, thus allowing multiple clocks, i.e., each 

functional module has its own local clock. GALS systems is 

an interesting solution, but a main drawback is the cost of 

communication between locally synchronous modules, and 

the cost of the construction of asynchronous wrappers, which 

is associated with each synchronous module. 

 

Another alternative is availing the qualities of the 

asynchronous paradigm by introducing asynchronous 

modules in a synchronous platform/environment based on a 

global, or multiple clocks. Therefore, it is possible to benefit 

from the advantages of asynchronous paradigm, such as: a) 

asynchronous module does not interfere/reduce the system 

frequency, which is defined by the slower synchronous 

module; b) reduces the power of the clock signal, due to the 

reduction of the clock's activity in registers; and c) reduce the 

clock skew problem, because it reduces the need for buffers. 

Therefore, taking advantage of synchronous and 

asynchronous paradigms, Sjogren, et al. [8] proposed a new 

design style called Globally Synchronous Locally 

Asynchronous (GSLA), which allows the interaction between 
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synchronous and asynchronous modules. In addition, it 

reduces power consumption, improves the performance of the 

system, and reduces electromagnetic interference, buffers and 

noise, as well as reduces the clock skew. 

 

Different levels of GSLA have been proposed in 

literature. In [9], an asynchronous instruction decoder was 

inserted in the synchronous processor, from Intel, achieving a 

high performance and a high power reduction. In [10], a high 

performance synchronous filter uses, internally, an 

asynchronous pipeline [11]. And finally, in [12-18], different 

“synchronous-asynchronous-synchronous” interfaces have 

been proposed, but all of them leading to full-custom 

projects. Figure 1 shows a multi-point system (GSLA type) 

composed by synchronous and asynchronous modules. It is 

synchronized by a global clock and can have multiple clocks. 

 

CLK

Synchronous
Module

Asynchronous
Module

Synchronous 
Module

Synchronous 
Module

Asynchronous
Module

Synchronous 
Module

 Fig. 1. Modules asynchronous/synchronous with clock global. 

 

 The interaction between asynchronous and synchronous 

modules in GSLA style needs a synchronization of the 

asynchronous module, thus needing a synchronous wrapper, 

as shown in Fig. 2. Considering the asynchronous systems 

design style, it is easy to implement the asynchronous 

pipeline style in commercial FPGAs, due to the simplicity of 

its controller [4, 5]. This is important because of the difficulty 

to achieve hazard-free asynchronous controllers, especially 

when they are implemented in these platforms. Therefore, 

this paper focuses on locally asynchronous modules, which 

are implemented in the pipeline style (see Fig. 3).   
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 Fig. 2. Schemes: a,b) synchronous to asynchronous to synchronous. 
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 Fig. 3. Linear asynchronous pipeline architecture of [19]. 

 

This paper proposes a novel synchronous wrapper for 

GSLA systems, as shown in Fig. 4. The synchronous wrapper 

contains a locally asynchronous pipeline module and two 

communication ports that allow a high-performance 

interaction with other synchronous modules. The 

asynchronous pipeline module is designed in the same 

architecture proposed in [19]. Through a case study, a 5
th
 

order FIR filter, it is shown that the proposed wrapper 

provides a 200% increase in the overall clock rate. 
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 Fig. 4. Proposed synchronous wrapper for asynchronous pipeline module. 

 

II. ASYNCHRONOUS PIPELINE 

     Asynchronous pipelines have several properties that 

potentially benefit the circuit design. The most promising 

property is the possibility of selecting the pipeline stage only 

in the presence of valid data [6,19]. The same techniques and 

tools used in the synchronous pipeline project can be used in 

asynchronous design, through a simple desynchronization. 

The interaction of synchronous wrapper with other 

synchronous modules occurs as shown in Fig. 3. The locally 

asynchronous pipeline of synchronous wrapper is 

implemented in the same architecture proposed in [19]. 

Figures 5a and 5b show the control description that was 

specified in the STG of [20] and the logic circuit of the 

control. 
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Fig. 5. Control of [19]: a) STG description; b) logic circuit. 

 

III. INPUT PORT CONTROLLER  

The input port of the proposed wrapper works in a 

“synchronous to asynchronous” environment. It is 

synchronized with the synchronous modules when it accepts 

the clock signal. Then, it interacts with the asynchronous 

pipeline in the two-phase protocol. In this protocol, the 

processing “request” occurs on both edges of the Ro signal, 

while the “acknowledge” of Ao signal needs a 

synchronization [6]. Figure 6 shows a general layout of the 

input port, which consists of two flip-flops for 

synchronization and an input port controller.  The input 

controller was specified in XBM (extended burst-mode 

specification) of [21] (Fig. 7). It is composed by the 

following signals: Valid (data validity), Ao (acknowledge 

output), CLK (clock signal), L (load) and Ro (output request).  
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Fig. 6. Scheme of input port controller. 
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Fig. 7. Controller of input: XBM specification. 

IV. OUTPUT PORT CONTROLLER 

The output port controller of the proposed wrapper works 

in an “asynchronous to synchronous” environment, contrary 

to what was previously seen. The port receives the clock 

signal and therefore is synchronized with the synchronous 

modules. The output port controller interacts with the 

asynchronous pipeline in the two-phase protocol, where the 

processing “request” occurs at both edges of the Ri signal and 

the “request” needs synchronization. Figure 8 shows the 

general layout of the output port, which consists of two flip-

flops for synchronization, a 2x1 mux and an output port.  The 

output controller was specified in XBM (Fig. 9), being 

composed by the following signals: Ri (request input), Ao 

(acknowledge output), CLK (signal of clock), L (load) and Ro 

(output request).  
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Fig. 8. Scheme of output port controller. 
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Fig. 9. Controller of output: XBM specification. 

 

V. CASE STUDY 

In order to illustrate the use of the proposed interface, an 

asynchronous pipeline version of a 5
th

 order FIR filter was 

designed, based on (1).  







1

0

]1[][][
N

i

tXiHtY                           (1) 

where, H0, H1,…,H(N-1) are constant weights. The FIR filter, 

used in this paper, was already designed in [19] and was 

obtained from the List Scheduling Algorithm with three 

resource constraints: two multipliers and one adder [22]. The 

method of [19] generates a pipeline data-path with six stages 

of bundled-data and matched delay type. Figure 10 shows the 

pipeline data-path of the filter FIR, where the registers are 

implemented with D flip-flops. The asynchronous pipeline 

control requires six controls and five delay elements.  
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Fig. 10. Pipeline data-path of the filter FIR of [19]. 

 

VI. SIMULATIONS & RESULTS 

The simulations and designs of the synchronous wrapper 

with 5
th

 order FIR filter and the corresponding synchronous 

version were performed in Quartus II software, version 9.1 

[23], considering Altera STRATIX II (EP2S15F484C3) as 

target device. 

 

A. Simulation & results of controllers of input and 

output 

Figures 11 and 12 show hazard-free simulations for the 

input and output controllers. The waveforms are exactly as 

expected to the SAPS (Synchronous to Asynchronous 

Pipeline to Synchronous) design. The input port controller is 

responsible for the communication of the synchronous 

module to the asynchronous pipeline and is placed before the 

first stage of the asynchronous pipeline. On the other hand, 

the output port controller is responsible for the 

communication of the asynchronous pipeline to synchronous 

modules and is located after the last stage of the 

asynchronous pipeline. Both controllers were synthesized in 

3D tool [21]. The input and output ports allow the interacting 

of the synchronous wrapper with other synchronous modules 

in a frequency up to 500MHZ. 

Table I summarizes the achieved results for the input and 

output ports concerning to area (LUTs + FFs), time of load 

and time of request (Ro). 

 

 
 

Fig. 11. Simulation: input port controller of wrapper. 

 

 
 

Fig. 12. Simulation: output port controller of wrapper. 

 
TABLE I RESULTS: PORTS OF INPUT & OUTPUT 

Input

Port

Port

Output

Port

Time of

Load
Time of

Request (Ro)

Number of

LUTs

10.88ns 10.03ns

10.12ns 7

10

12.49ns

Number of

FFs

2

2

 
 

B. Simulation & results of FIR  filter  

Figure 13 shows the hazard-free simulations of the FIR 

filter, exactly as expected. Table II presents the results of the 

5
th

 order FIR digital filter, considering latency, power 

dissipation and area. Results allow comparing the proposed 

interface with the one with a synchronous pipeline. The used 

synchronous pipeline does not incorporate the necessary 

additional blocks, as the controllers. It is simply the data-path 

shown in Fig. 10 with the use of the clock, what leads to a 

much better performance than the real one. Even though, our 

full system presents better results. The proposed interface 

presented a reduction of 4% in the power dissipation, an 

increase of 35% in the number of macrocells (LUTs + FFs) 

and an increase of 0.6% in the latency time. The synchronous 

wrapper provided an increase of 200% in global clock rate. 

 

 
 

Fig. 13. Simulation: synchronous wrapper with FIR Filter. 
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TABLE II RESULTS: PIPELINE DIGITAL FIR FILTER 

Filter FIR

Time of
Latency Number

LUTS

Macrocells

Number
Flip-Flops

49.903ns

137 316

28055

50.208ns
Proposal
Wrapper

Synchronous

fMAX=166 MHZ

Power
Dissipation

402.54mw

418.95mw

 
 

C. Analysis of  synchronous wrapper 

        

The implementation of the proposed synchronous wrapper 

contains an asynchronous pipeline module that provides some 

alternatives for the designing of a global, or multiple, clocks 

ASIC system: 

 The synchronous wrapper reduces the power of the global 

clock signal of the ASIC-SoC system because, besides not 

acting in the registers of the asynchronous modules, it 

also reduces the number of buffers along the circuit. 

 The synchronous wrapper reduces the clock skew 

problem, due to the reduction of buffers and the reduction 

of the length of the clock lines. 

 The synchronous wrapper allows increasing the overall 

clock rate of the SoC system because the synchronous 

modules with lower clock rate are implemented as 

asynchronous ones. 

 Analyzing the case study, it was observed a negligible 

increase in the latency time. Although existing an 

increasing in area, this requirement is not significant to 

the current integration level. 

 

VII. CONCLUSION 

Complex digital systems can be designed in GSLA style, 

presenting good results and overcoming some existing 

drawbacks. This style allows taking advantage of both 

synchronous and asynchronous paradigms. It is possible to 

analyze the performance, power reduction and design facility 

of each module and then deciding in which paradigm the 

module will be synthesized.  

In this paper, a dedicated interface for FPGAs is 

proposed. It comprises an internally asynchronous pipeline, 

communicating externally in a synchronous mode, and 

allowing a “synchronous-asynchronous-synchronous” 

communication.  Through a case study, it is shown that the 

results show to be promising, achieving power reduction even 

when compared with an extremely simple design of 

synchronous pipeline. In the case study, the FIR filter 

operates with maximum frequency of 166 MHz, representing 

the global clock rate, if it was the lowest rate module. The 

synchronous wrapper provided a 200% increase in the overall 

clock rate, because it operates at rates up to 500MHz. 

Furthermore, the interface allows an interaction with 

synchronous modules up to 500 MHz, showing good results 

and a high potential for practical implementation. 
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